The glmnet function (from the package of the same name) is probably the most used function for fitting the elastic net model in R. (It also fits the lasso and ridge regression, since they are special cases of elastic net.) The glmnet function is very powerful and has several function options that users may not know about. In a series of posts, I hope to shed some light on what these options do.

Here is the full signature of the glmnet function:

glmnet(x, y, family=c("gaussian","binomial","poisson","multinomial","cox","mgaussian"),

weights, offset=NULL, alpha = 1, nlambda = 100,

lambda.min.ratio = ifelse(nobs

In this post, we will focus on the **penalty.factor** option.

Unless otherwise stated, ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAICAMAAAD3JJ6EAAAAA3NCSVQICAjb4U/gAAAAKlBMVEXc3Nx2dnb///8MDAzu7u6YmJjMzMy6urpmZmYnJydERESqqqpUVFSIiIjlmnCDAAAAPklEQVQImRXKQQ7AMAjEwMUhAZr2/98t3KyRxTbFtQ06+kqwOoM08EmoA/eZHOCdl2hg+XFhvarYrdkrGeIHNIwBLI91lwYAAAAASUVORK5CYII=) will denote the number of observations, ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC) will denote the number of features, and fit will denote the output/result of the glmnet call.

**penalty.factor**

When this option is not set, for each value of ![\lambda](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAANCAMAAABM3rQ0AAAAA3NCSVQICAjb4U/gAAAAJFBMVEX///9mZmYQEBC6urrMzMxUVFSNjY0yMjJ2dnaqqqoAAADu7u7dUdOUAAAAO0lEQVQImT3MSQ4AIAgEwWF3+f9/VSJw6qQAAKCBmqVVRlXCzdxMzaPYhSVj+udpgD6WyOvLsXPV+iUOIG0AlKoc2IYAAAAASUVORK5CYII=) in lambda, glmnet is minimizing the following objective function:

![\begin{aligned} \underset{\beta}{\text{minimize}} \quad \frac{1}{2}\frac{\text{RSS}}{n} + \lambda \displaystyle\sum_{j=1}^p \left(\frac{1 - \alpha}{2}\|\beta_j \|_2^2 + \alpha \|\beta_j \|_1 \right). \end{aligned}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAW0AAAAxCAMAAAAm5AgoAAAAA3NCSVQICAjb4U/gAAAALVBMVEX///8AAABmZmYaGhru7u5UVFSqqqqYmJi6urrMzMyIiIjc3Nx2dnYyMjJERERHRnRyAAAGE0lEQVR4nO1c25arIAwVwXDn/z/3cLEICFSstZ11uh+6kNoQtyEkgZlp+hOQQoDin9bifwHjyyTnT2vx30DABC225a2aHAYhNw8oFcJCqDnwIWxTirRxHAuZloYnWb6U7cncoxihJo7oDFJiR9TsPpYlaQxAUwr1bwwvx/wWEH2HdXMq9KPt2Z6Mu8ZegyVpHEf77hl2Y34N2JhFnQUUbC+OYOQnlkgaAwJbd0O0aPg+tifVmI/XomCbYDeqxiz0xcZxmNYKiaNv7LEtKKWjQ14Bgu/wJQnbBkB4R229N0KGpY3Xoba52mHbLVd2jf0A4eIOX5LbNtcrtUxpBFnjRRC0xSlttpVyHzO55gWP4Q7jLjwJ4PiNwmXjFdCE4W1MWB4I78KvE3T5iC+Z1fvHKNjm7nlJMGZEYuOAIISQjsDWA1kkYTdOGGzaNvfvlY4vFleAXWFUT7Bj2xJMwlvGW+MABEKZSXKB0eYKZfrGmmwz/wU9FrIAna99Kze85O3RtOOGYDVR4sdlaoqNIzAIFRkZbK4Q0jfWpJO4u4gy04HJxCHcfh2Wd1d3pNAoRJpSzbOwD8kMMEKZzdiFy/rWxhEQjMqn5/Gn8/Yk25h7MAHAp5mG1ybrhZXQzaxEfKDW2BWS4QuTrgLp0sIQKq0jkorPLHyudLBaObAta9q6j9j2UyERDHXEqKV9Ve95B9KVUKFWsEjQGZ+4MeLelWJl93wkNH0mJFWyM1UYtK/qPdcgn4CZs9M7172CN/r7iIww92lKoiB/wMYIT4SkODUB34zcW2Rxk3Xddd/XnaRNREYcC8wU3YxNPGW4scb1hWTA6QrFtOY27JkouFyAG7x2CZVePW7wPRILoG4WCxBXmXrxVNlKZV13NYCBU9FDZATYYkzRLbEN6pt6beWWrpAcOtOduYDMhmghYPWpQOji2dV6g+vhLPjvBWJ1+WUUbM/Z9YyqHpq+xLb1AcAXUnZ39ErKLQNC8oIad+/SKGey08pv6ILsar3B9dghuA16peunF4WThZgir9eoVm84l/w/GPFWCqrsbuuVllv6Qkga3+bbJp5RV0RI2H505VcPtqfg+m0uzJja75igB5JmHesDOWD3Ed0SZXkKJqu+JGH7yUDpgDlRjgq/8u/ZLvVKyy19IaBStjOGzrAtjM8n9gScRmbbNoDNXYkltmJ34nXbVmWoXGbumxpZuaUvZKJX2rZ0r5mGwOGiimJKrrMVnjEpcS0Se8lvS2+wVi4JzjB07zL3Ta+s3NIVkrNd+G0n3ezZNrS8imxr4SsKzrNfVaJPVAqPlboSUk+m4ZUIkDlCZucQJ0Ni9y5z3/TKyi1dITnbMSZxpwz4goSdk4bZhiL+au3SkF6FG5i7oIiCcGwoCm+IAMNOdbrroeujvBRvAwdGA6846Z6KzD21gqTc8kRIynaMt89NxecQYh4NVXr3m0YFq5dLtlV4EBU75JJ0l5n7OSEp25dsUnXgps48eLqjk4PvaItLRftBOirsiArUnMrcG0JsxhO/kSPlBQZ0NH8hzoWdq2HUsD+VE4NB3Srb9lRYl8Ptu7BH3cjcG+gLSTGyecPkJEd31vyati99USUZqOFFda/tZjdzqyDZUCH8yL+uKINNOuneZe4NdIVkqCQkTVhyxKmtHii3HbmNz+XB/bH0Z0WgTRTeRPQLJTsVqjDnnu+wkOb8q4DN+lxqrksjZn6PYHQbiuCFPiCEWjTKsspe7XivwkfQVTHHWhIYh6q8UTe7YXDx1JX0O3GrvfMDNRXux0id0rN9IluEilkR5w8vPtTB289SU+EDaEWvNbg92xMHdV2FhpQru6+5Y8IvPTzUPD9QVeF+yENrxwqbPYlxdriQUu5+p0LN9lqTax0iqatwP0aOSslTxkFwUk5NBvYn5tnF9rZUE5yGCrdDjgQFHznL1QcpDqKQrz6uMXSS95az3k+RbfNDGWrAPef/T4HecOTyvaDlIj+ent4F9vf+5JAUO587trezM1+Gv/j3nb5OT1SArLH9w5XI1/Uf22+Fq9P/bPsu5PSmhfofrsf8+9cNt+FRp//hDlxS7P8a/APSOCxun7hVVAAAAABJRU5ErkJggg==)

When the option is set to a vector c(c\_1, ..., c\_p), glmnet minimizes the following objective instead:

![\begin{aligned} \underset{\beta}{\text{minimize}} \quad \frac{1}{2}\frac{\text{RSS}}{n} + \lambda \displaystyle\sum_{j=1}^p c_j \left(\frac{1 - \alpha}{2}\|\beta_j \|_2^2 + \alpha \|\beta_j \|_1 \right). \end{aligned}](data:image/png;base64,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)

In the documentation, it is stated that “the penalty factors are internally rescaled to sum to nvars and the lambda sequence will reflect this change.” However, from my own experiments, it seems that the penalty factors are internally rescaled to sum to nvars **but** the lambda sequence remains the same. Let’s generate some data:

n <- 100; p <- 5; true\_p <- 2

set.seed(11)

X <- matrix(rnorm(n \* p), nrow = n)

beta <- matrix(c(rep(1, true\_p), rep(0, p - true\_p)), ncol = 1)

y <- X %\*% beta + 3 \* rnorm(n)

We fit two models, fit which uses the default options for glmnet, and fit2 which has penalty.factor = rep(2, 5):

fit <- glmnet(X, y)

fit2 <- glmnet(X, y, penalty.factor = rep(2, 5))

What we find is that these two models have the exact same lambda sequence and produce the same beta coefficients.

sum(fit$lambda != fit2$lambda)

# [1] 0

sum(fit$beta != fit2$beta)

# [1] 0

The same thing happens when we supply our own lambda sequence:

fit3 <- glmnet(X, y, lambda = c(1, 0.1, 0.01), penalty.factor = rep(10, 5))

fit4 <- glmnet(X, y, lambda = c(1, 0.1, 0.01), penalty.factor = rep(1, 5))

sum(fit3$lambda != fit4$lambda)

# [1] 0

sum(fit3$beta != fit4$beta)

# [1] 0

Hence, my conclusion is that if penalty.factor is set to c(c\_1, ..., c\_p), glmnet is really minimizing

![\begin{aligned} \underset{\beta}{\text{minimize}} \quad \frac{1}{2}\frac{\text{RSS}}{n} + \lambda \displaystyle\sum_{j=1}^p \frac{c_j}{\bar{c}} \left(\frac{1 - \alpha}{2}\|\beta_j \|_2^2 + \alpha \|\beta_j \|_1 \right), \end{aligned}](data:image/png;base64,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)

where ![\bar{c} = \frac{1}{p}\sum_{j=1}^p c_j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAF4AAAAXCAMAAAC1Wwj4AAAAA3NCSVQICAjb4U/gAAAALVBMVEX///+IiIhmZma6urqqqqqYmJju7u5UVFTc3NwQEBB2dnYAAAAsLCxERETMzMyRgpdGAAABO0lEQVRIia1U27LDIAjEgKhR8/+f21hNxOZ4OdPu5CWI6wq4ABOwUrOUb0B7j94qRfvxLb++6L03GTF47wnwMGC3n9FrjzXoDIAioCm9VgkL9GAc13BkMOf3u+IAu1jDTBC0pgUCRThIq/SAXt6SzQojBwsYuploYj1797auUK+iDeN2ZnHZtd3Qf+8MQkfstVUyshQ0hfXzSWwY0Y1S/RsioD13kx+MZwNykcqeaXFkoz9x2UfDCOksuzJgCUc7Lc3E3fZRGFmnQqJCWn0cHEer180Ko05P718womm2yHvS3+iP+8XRuOJeTQcIszzeM+yT3vbfXUHjivId5f618j7pB2NwQbhiFWPRvOc/RQbqt3lLhSsGJ4EPeY19nL/z0sPYFYfyosLBasbAFdfkjdF1RViTN0HXFRfxAuRDCAfXhu2cAAAAAElFTkSuQmCC).